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The bacterial enzyme aminoglycoside phosphotransferase(3’)-Illa (APH)
confers resistance against a wide range of aminoglycoside antibiotics. In this
study, we use the Gaussian network model to investigate how the binding
of nucleotides and antibiotics influences the dynamics and thereby the
ligand binding properties of APH. Interestingly, in NMR experiments, the
dynamics differ significantly in various APH complexes, although
crystallographic studies indicate that no larger conformational changes
occur upon ligand binding. Isothermal titration calorimetry also shows
different thermodynamic contributions to ligand binding. Formation of
aminoglycoside-APH complexes is enthalpically driven, while the enthal-
pic change upon aminoglycoside binding to the nucleotide—~APH complex is
much smaller. The differential effects of nucleotide binding and antibiotic
binding to APH can be explained theoretically by single-residue fluctua-
tions and correlated motions of the enzyme. The surprising destabilization
of p-sheet residues upon nucleotide binding, as seen in hydrogen/
deuterium exchange experiments, shows that the number of closest
neighbors does not fully explain residue flexibility. Additionally, we must
consider correlated motions of dynamic protein domains, which show that
not only connectivity but also the overall protein architecture is important
for protein dynamics.

© 2011 Elsevier Ltd. All rights reserved.

Introduction

hospitals." A common strategy of bacterial resis-
tance is chemical modification of antibiotics, as

Pathogenic bacteria increasingly evolve mecha-
nisms to evade the effects of antibiotics in use.
Infection with multidrug-resistant strains has be-
come a serious health problem, especially in
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phosphotransferase(3’)-Illa; H/D, hydrogen/deuterium;
ITC, isothermal titration calorimetry; ENM, elastic
network model; GNM, Gaussian network model; ANM,
anisotropic network model; PDB, Protein Data Bank.

catalyzed by aminoglycoside phosphotransferases.
Aminoglycosides are a large group of structurally
diverse antibiotics that bind to the 30S ribosome
and prevent proper bacterial protein translation.”
The modification enzyme aminoglycoside phos-
photransferase(3’)-1lla (APH) catalyzes the
MgATP-dependent phosphorylation of the 3’-OH
or the 5"-OH of aminoglycosides and thereby
decreases the antibiotic's affinity for ribosomal
RNA.>* APH has been extensively studied by
kinetic and thermodynamic means because it has
the broadest substrate selectivity among the APH
isozymes, phosphorylating more than 10 different
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aminoglycosides of various sizes and structures.’
How APH achieves such a broad substrate selec-
tivity is still not understood. As reported earlier by
one of us, ligand-dependent changes in the
dynamic behavior of APH were detected by
NMR, hydrogen/deuterlum (H/D) exchange
experlments, and isothermal titration calorimetry
(ITC),” and gave insights into the mechanism of the
substrate promiscuity of APH. While aminoglyco-
side binding to the apoenzyme induces an en-
hanced conformational stability of APH and a
reduction of entropy, the enthalpic change upon
aminoglycoside binding to the nucleotlde—APH
complex is about 20 kcal mol™' less negative,
which is compensated for by a smaller entropic
penalty. Also, different aminoglycosides show
differing effects on the dynamic behavior of APH.

In this work, we use the elastic network model
(ENM) to analyze the molecular basis of the
differential effects of nucleotide binding and antibi-

otic binding to APH. The dynamics of proteins has
been successfully studied by such coarse—gramed
protein models with a simple energy function.*'*
The ENM describes the protein as a collection of
mass points connected by springs and allows the
determination of single-residue fluctuations and
collective protein motions based on purely topolog-
ical constraints arising from the three-dimensional
protein structure. Despite its simplicity, the ENM
was shown to predict harmonic protein motions well
and to be comparable to full-atom normal-mode
analysis."” Obvious advantages of coarse-grained
methods are speed and memory requirements.
Moreover, minimalist models can reveal patterns
that would be hidden in complex and detailed data.
In our study, we apply the Gaussian network model
(GNM), a specific variant of the ENM.

ENMs are often applied to proteins with known
alternative conformations (e.g., an open ligand-free
state and a closed ligand-bound state). Based on
different crystal structures, chan, nges in in dynamics'”
and conformational changes' upon ligand
binding are investigated. Our work differs in that
known X-ray structures of APH crystallized in
various binary and ternary complexes,”®*’ except
for loop regions, are very similar to each other. Thus,
the differences in dynamics mainly arise from the
presence or the absence of ligand, and not from the
conformational change induced by the binding of the
ligand. Generally, it is assumed that ligand binding
leads to reduced H/D exchange due to steric
exclusion of solvent.’*”! The surprising experimen-
tal observation that nucleotide binding destabilizes
B-sheet residues® contradicts this idea and leads to
the identification of dynamic protein domains. On
the other hand, the calculation of theoretical B-
factors affirms that residue flexibility decreases with
the number of closest neighbors. We introduce
connectivity B-factors to investigate the importance

of connectivity on flexibility. From our analysis, we
conclude that the number of closest spatial neighbors
is important for dynamics but, by far, is not its only
determinant. Also the overall architecture of the
protein influences the dynamics of the protein. By
comparing the binding of the two antibiotics
kanamycin A and neomycin B to APH, we show
that a small change in the number of nodes
composing the elastic network leads to detectable
differences in protein dynamics.

Results and Discussion

Identification of dynamic protein domains

Visual inspection of APH structures (Fig. 1a) does
not allow us to divide the protein into domains.
However, the dynamic properties of the protein
suggest the existence of several domains. One
possibility of identifying such dynamic domains is
to search for the most rigid parts of the molecule.”*
We follow a different approach, where the defi-
nition of domains is based on correlations of
fluctuations calculated by the GNM.?” The correla-
tion plot of the apo form of APH is shown in Fig. 1c,
where the degree of correlation is indicated by the
intensity of colors. Based on these correlations, three
dynamic domains of APH are identified using the
algorithm described in Methods. Residues 2-91
comprising the N-terminal a-helix, a five-stranded
antiparallel p-sheet, and a second o-helix define
domain I. One can easily recognize a large area of
positive correlations of these first residues to
residues lying in the same domain, while they are
clearly anticorrelated to the rest of the enzyme.
Residues 92-129 and 180-249 define domain II,
which is the largest domain. It is the core domain
that is connected to the two other domains and
contributes to the binding of both substrates (i.e.,
ATP and the aminoglycosides). Finally, a helix-
loop-helix section spanning residues 130-179,
together with the C-terminal helix of residues
250-264, defines domain III, which also shows
typical positive intradomain correlations and neg-
ative interdomain correlations. Figure 1a shows the
dynamic domain structure of APH and illustrates
how the nucleotide substrate binds in the cleft
formed by domains I and II, while the aminoglyco-
side substrate binds between all three domains. As
several X-ray structures of APH crystallized in the
presence of different ligands are available, we can
test the effect of structural differences on the
identification of the dynamic domains. In the
following, APH structures will be indicated by X,
followed by their substrate content. For example, X
[APH-Nuc-Neo] denotes the ternary complex struc-
ture of APH crystallized in the presence of MgADP
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Fig. 1. Definition of the dynamic domains of APH based on correlations calculated using the GNM. (a) Structural
representation of the domains. Domain I (cyan), domain II (blue), and domain III (green) of APH are shown with the
substrates MgADP and kanamycin A bound between the domains. Domain I consists of an N-terminal a-helix, a five-
stranded antiparallel p-sheet, and a second a-helix. Core domain II is the largest and is involved in the binding of both
substrates. Domain III consists of a helix-loop-helix motif and a C-terminal a-helix. The image was produced using
PyMOL.* (b) The bar indicates the sequential assignment of residues to the protein domains and the positions of residues
that build the substrate binding sites. (c) Correlated motions of apo-APH (X[APH]). The enzyme is divided into three
domains according to the correlations between the residues. Correlations between residues of the same domain are mostly
positive, while the intersections between different APH domains show negative correlations. The image was produced
using GMT.* (d) The principal correlation pattern of APH is used for the classification of residues in dynamic domains.
Areas of positive correlation along the diagonal arise from sequential residues that belong to the same domain. Off-
diagonal areas of positive correlations indicate that the corresponding residues belong to the same domain, although they

are not sequential. Domains II and III consist of two nonsequential parts, each labeled (a) and (b).

and neomycin, whereas X[APH] denotes the crystal
structure of apo-APH. All further abbreviations are
given in Table 1. Ligand binding changes the
interactions in the elastic network, as will be
demonstrated in Influence Of Substrate Binding on
Correlated Motions. Therefore, we remove the
ligand nodes from the structures for the calculation
of dynamic domains. Model complexes of the
structures with changed substrate content are
indicated by M (Table 1). The classification in
dynamic domains, calculated for all structures, is
given in Table S1 of Supplemental Data. The
principal domain pattern is conserved across all
structures, although some loop nodes that lie on the
border of the domains are assigned differently. In
Mian[APH] and Mpeo[APH], domain I additionally
contains nodes 92-95. In M, .[APH], nodes 92-95

and 197-202 additionally belong to domain I. But for
all structures, three domains were identified. This is
remarkable because the number of domains was not
obvious a priori.

Influence of substrate binding on
correlated motions

The influence of substrate binding on dynamics
and thermodynamics has been studied by H/D
exchange and ITC. We compare our theoretical
predictions with these experimental data. In H/D
exchange, residues located in flexible regions of
proteins are more frequently exposed to solvent;
therefore, their exchangeable protons usually dis-
play reduced protection in H/D exchange experi-
ments. H/D exchange data are available for all
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Table 1. Crystal structures and derived model complexes of APH

Abbreviation Description
X[APH] Apo-APH (PDB ID: 1J71)*®
X[APH-Nuc] APH-MgAMPPNP complex (PDB ID: 1J7U)*

X[APH-Nuc-Kan]
X[APH-Nuc-Neo]
Mkan [ APH]
Mian[APH-Nuc]
Myan[APH-Kan]
Mneo [APH]

Mieol APH-Neo]
M [APH]

APH-MgADP-kanamycin complex (PDB ID: 1L8Tg29
APH-MgADP-neomycin complex (PDB ID: 2B0Q)*
X[APH-Nuc-Kan], MgADP and kanamycin deleted
X[APH-Nuc-Kan], kanamycin deleted
X[APH-Nuc-Kan], nucleotide deleted
X[APH-Nuc-Neo], MgADP and neomycin deleted
X[APH-Nuc-Neo], nucleotide deleted

X[APH-Nuc], nucleotide deleted

complexes of APH.® Briefly, H/D exchange studied
by NMR revealed that APH exchanges all of its
backbone amides within 15-20 h of exposure to
D,O, which is extremely unusual for a 31-kDa
protein. At least a certain set of amide protons,
particularly those buried in the hydrophobic core of
the protein or those lying on the p-sheets of a
structured protein of this size, is expected to remain
unexchanged upon exposure to D,O for a much
longer period of time. The presence of bound
nucleotide only marginally affects the H/D ex-
change profile and allows protection of <10 resi-
dues. In contrast to these findings, 30-40% of the
backbone amides are protected against exchange for
more than 96 h in binary enzyme-aminoglycoside
complexes. The binary enzyme-aminoglycoside
complex shows the highest level of protection
among all complexes, and addition of nucleotide
to this complex renders several additional residues
exchangeable, some of which are surprisingly
located in the center of the largest p-sheet of the
enzyme that also interacts with the nucleotide. In
general, 3-sheet residues are highly protected due to
backbone hydrogen-bond interactions.

To understand the differential effects of antibiotic
and nucleotide binding on the dynamics of the
enzyme, we compare correlated motions of APH in
the presence and in the absence of ligands. Since no
X-ray structure of the binary APH-antibiotic com-
plex is available, the effect of nucleotide binding to
the binary complex cannot be investigated directly.
Instead, we can stepwise remove substrates from a
ternary complex structure. This approach has the
advantage of neglecting the minor structural differ-
ences between the ligand-bound form and the apo
form of the enzyme and therefore allows for an
easier extraction of relevant information on the role
of substrate binding because differences in the
correlations can arise solely from the presence or
the absence of substrate nodes. Nevertheless, the
structural differences between the apo form and the
ligand-bound form may play a role in enzyme
dynamics and function, as will be discussed later on.
Superpositioning the backbone of APH in several
complexes shows that the structural differences
between different complexes are rather small, with

RMSD values ranging from 0.7 A for the comparison
between X[APH-Nuc-Kan] and X[APH-Nuc-Neo]
to 1.7 A for the comparison between X[APH] and X
[APH-Nuc]. Therefore, we first analyze the correla-
tion differences for X[APH-Nuc-Kan] with different
substrates bound, and then discuss if the results are
conferrable to the different X-ray structures.

In Fig. 2, the correlation plot for X[APH-Nuc-Kan]
is compared to the correlation plots of the same
structure but with only one of the substrates bound
or with no substrate bound at all. To clearly illustrate
the differences between the structures with different
substrate contents, we subtract these plots from the
plot of the ternary complex. Three areas are
highlighted in the correlation plot of the ternary
complex, as they notably change their correlations
upon substrate removal. The largest area (residues
2-91) coincides with domain I. When the nucleotide
is bound to APH, the correlations of the residues of
domain I to the rest of the protein are less negative,
which can be seen as positive correlation differences
in plotb. In contrast, the correlations within domain I
are less positive than in the absence of nucleotide,
resulting in negative correlation differences. The
reduced correlation agrees with H/D exchange data
showing that addition of the nucleotide to the APH-
antibiotic complex rendered several amides
exchangeable.® ITC data showed that binding of
the aminoglycoside to the APH-nucleotide complex
was accompanied with a 51gn1f1cantly less reduction
in enthalpy (15-25 kcal mol ) compared to the
binding of aminoglycosides to apo-APH.” The much
smaller reduction in enthalpy was attributed to the
enthalpic penalty of breakage or weakening of
hydrogen bonds within the large R-sheet upon
ATP binding, which rendered several amides ex-
changeable. Our correlation data also support this
conclusion since, without nucleotide, domain 1
(including the B-sheet) can move quite independent-
ly as a rigid body, away from the other domains. This
behavior manifests as a higher correlation of the
residues of domain I to themselves. Binding of the
nucleotide connects domain I to domain II, which
may cause buckling of the large p-sheet. Consistent
with this interpretation, the largest difference in the
correlations with and without nucleotide is found for



454

ATP Binding Enables Broad Antibiotic Selectivity of APH

(a) X[APH-Nuc-Kan]

(b) X[APH-Nuc-Kan] — My, [APH-Kan]

2501 250
2001+— 10 200
0.8
[ 0.6 0
[ [
;
3 04 3150
2 | 0= g
@ 100{— 00 & 100
02 0.2
0.1
-0.4 e
0.6 o i P 0.0
i 0.8 - -0.1
o = 1.0 -0.2
50 100 150 200 250 50 100 150 200 250
Residues ol Residues ACOH,
(c) X[APH-Nuc-Kan] — My,, [APH-Nuc] (d) X[APH-Nuc-Kan] — M,_, [APH]
250 E—
200
(] "]
S 150 g
3 S
[7] [
[ Q
& 100 «
0.2 0.2
0.1 0.1
50 0.0 0.0
. -0.1 -0.1
50 100 150 200 02 50 100 150 200 250 0.2
Acorr Acorr

Residues

Residues

Fig. 2. Correlated motions of APH calculated for the structure of X[APH-Nuc-Kan] and comparison to model
complexes derived from X[APH-Nuc-Kan]. (a) Correlation plot of X[APH-Nuc-Kan]. Residues of the three highlighted,
positively correlated areas notably change their correlations upon substrate removal. (b) The difference correlation plot of
the original X[APH-Nuc-Kan] complex minus correlations of the model complex My,,[APH-Kan] shows the effect of
nucleotide binding to the binary APH-kanamycin complex. The positive correlations within domain I and those of the
nucleotide binding region of domain II are lower in the presence of nucleotide, leading to negative correlation differences.
The largest difference in the correlations with and without nucleotide is found for loop residues 23-27, which connect the
first two strands of the large p-sheet and interact directly with the nucleotide. (c) The difference correlation plot of the
original X[APH-Nuc-Kan] complex minus correlations of the model complex My,,[APH-Nuc] shows that the presence of
kanamycin leads to a reduced correlation within domain III. The largest difference occurs for the long loop (residues 152—
166) that closes over kanamycin. (d) The difference correlation plot of the original X[APH-Nuc-Kan] complex minus
correlations of the model complex My,,[APH] shows that the effects of the binding of both substrates are nearly additive.

loop residues 23-27, which connect the first two
strands of the large B-sheet and interact directly with
the nucleotide. In the absence of the nucleotide, not
only the correlations of the strands of the large j-
sheet but also the correlations of the nucleotide
binding region of domain II (which is the second area
of large correlation differences) are higher.

In contrast to the removal of the nucleotide, the
removal of kanamycin hardly affects the residues of
the large R-sheet, except residues 25-27 on the loop,
which are the only residues of domain I that interact
directly with both substrates. In the absence of
antibiotic, they are more correlated to the rest of the
B-sheet, which is seen as a narrow red band in Fig. 2c.
But removal of kanamycin leads to a large change in

the correlations of domain Il residues. Correlation of
the helix-loop-helix to itself and the C-terminal helix
becomes stronger, while it becomes more anti-
correlated to the rest of the protein. The largest
change in correlations occurs for the long loop of
domain III (residues 152-166), which forms a lid that
closes over kanamycin. Residues 155-162 and
residues 225-232 of domain II bind kanamycin
directly. These residues are positively correlated to
each other in the presence of kanamycin, while they
are slightly anticorrelated in its absence. This
behavior leads to high positive correlation differ-
ences between the kanamycin-bound state and the
free state (observable as blue spots in Fig. 2c).
Obviously, substrate binding always leads to less
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correlation within the binding region. So why do
nucleotide binding and antibiotic binding act so
differently on APH mobility? The decisive difference
is the high level of flexibility of the antibiotic binding
loop, which will be discussed in Comparison of
Experimental and Theoretical B-Factors, while the -
sheet is a stable protein region by itself. Nucleotide
binding to the apoenzyme can still increase the
stability of some residues, which are protected
against H/D exchange in the binary complex.
When nucleotide and antibiotic are bound, p-sheet
residues 25-27 are connected to both other domains.
The p-sheet undergoes frustration,® resulting in a
weakening of hydrogen bonds.

The removal of both substrates from X[APH-Nuc-
Kan] results in correlation differences that are a
combination of the effects of the removal of the single
substrates. As can be discerned from Fig. 2b, ¢, and d,
the effects of substrate binding are nearly additive,
with a deviation between —0.05 and +0.05 (Fig. S1,
Supplemental Data). This additivity implies that
nucleotide removal from M, ,JAPH-Nuc] would
yield results analogous to those of nucleotide removal
from X[APH-Nuc-Kan], just as the effects of kanamy-
cin removal from M,,,[APH-Kan] are nearly equal to
those of kanamycin removal from X[APH-Nuc-Kan].

For comparison between different ENMs, we
calculated the substrate-dependent correlations for
X[APH-Nuc-Kan] using the anisotropic network
model (ANM), a directional version of the GNM>’
(Fig. S2, Supplemental Data). The classification in
dynamic protein domains is less obvious from the
correlations calculated with the ANM because no
large areas of only positive correlation or only
negative correlation exist. But the substrate-
dependent correlation differences are very similar
to the differences obtained with the GNM, giving us
greater confidence on the method. The observation
that correlations calculated with the GNM are more
suitable for the identification of dynamic domains is
in line with previous studies showing that the
GNM reproduces experimental B-factors better than
the ANM."

We showed that the addition of a small number of
ligand nodes to the elastic network can lead to
important changes in the dynamics. The ligand
binding sites seem to be prominent positions in the
protein that allow for substrate-adjustable flexibil-
ity. To see if their location at the interface of
dynamic domains is the decisive factor for this
ability, we calculate the influence of adding pseudo-
substrate nodes on the surface of X[APH]. Previous
perturbation studies investigated the effect of
additional nodes or arbitrarily changed force
constants on the normal modes that describe a
functional conformational transition.*** As APH
does not undergo large-scale conformational
changes, we analyze the perturbing effect of
additional nodes on the correlations of fluctuations.

Fig. 3. Nine positions of the pseudo-substrate on the
surface of X[APH]. The pseudo-substrate consists of three
nodes and is located once on the surface of each domain
(domain I: cyan; domain II: blue; domain III: green) and
twice at the interface between each domain pair. Pseudo-
substrates shown in orange have only minor and localized
effects on the correlations. Pseudo-substrates shown in red
lie between domain I and domain III and have a large
effect on the correlations of motions.

A pseudo-substrate consisting of three nodes is
placed in nine different clefts on the protein surface.
It is located once on the surface of each domain and
twice at the interface between each domain pair.
The positions of all pseudo-substrates are shown in
Fig. 3. The difference correlation plots that show the
correlation change upon pseudo-substrate binding
are shown in Fig. S3 of Supplemental Data.
Oftentimes, only nodes that gain a direct connection
due to pseudo-substrate binding show an increase
in their correlation. The size of this increase (0.1-0.2)
is comparable to the correlation differences due to
real ligand binding, but the changes are much more
localized. Only for both positions at the interface
between domain I and domain III do the additional
nodes have a remarkable effect on the correlations,
resembling the effect of ligand binding. One
characteristic of real ligand binding is that the
correlation between some nodes decreases, which is
a less localized effect than the increase in correlation
between nodes with added connections. The pseu-
do-substrates at the interface between domain I and
domain III lead to a decrease in the correlations
within each domain and to an increase in the
correlation between the two domains. The fact that
pseudo-substrate binding between domain II and
the other domains has no large effect on the
correlations demonstrates that not all sites that lie
between two dynamic domains are sensitive to
perturbations. Perturbation-sensitive sites must lie
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between nodes that are clearly anticorrelated when
no substrate is bound. Virtually all pairs of nodes of
domains I and III fulfill this condition (Fig. 1c),
while several nodes of domain II are uncorrelated to
parts of the other domains.

To analyze the effect of structural changes on
correlations, we calculated the correlations of the
various APH complexes directly based on available
crystal structures. Figure 4a shows the correlation
differences between X[APH-Nuc] and X[APH].
According to our previous results, correlation
within the large B-sheet region is clearly higher in
X[APH] than in X[APH-Nuc]. But the correlations
of loop residues 23-27 to the rest of the p-sheet are
more positive in the nucleotide-bound form, in
contrast to their much higher correlation to
themselves in X[APH-Nuc-Kan] upon removal of
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nucleotide. This observation can be explained by
structural differences between X[APH-Nuc] and X
[APH]. Their effect is derived by subtracting the
correlations of the apoenzyme from the correlations
of X[APH-Nuc] in the absence of substrate, which
is denoted as the model complex M,,,[[APH] (Table
1). Figure 4b shows that structural changes in loop
residues lead to correlation differences whose size
is comparable to the correlation differences due to
the removal of ligand nodes. But these differences
are very localized, in contrast to correlation
differences due to changes in the node number,
which affect larger regions. The latter are given by
the difference correlation plot X[APH-Nuc]-M,c
[APH], which would be obtained by subtracting
plot b of Fig. 4 from plot a and looks very similar to
plot b of Fig. 2.

(b) My [APH] - X[APH]
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Fig. 4. Comparison of the correlated motions of APH calculated for different crystal structures. (a) The difference
correlation plot of X[APH-Nuc] minus X[APH] shows that nucleotide binding leads to a reduced correlation within the
large p-sheet (highlighted area). But in contrast to Fig. 2b, the correlations of loop residues 23-27 to the rest of the 3-sheet
are more positive in the nucleotide-bound form. (b) Correlation differences due to structural changes between X[APH-
Nuc] and X[APH] are shown as the difference correlation plot of My,[APH] minus X[APH]. The correlations of loop
residues 23-27 to domain I are more positive in Mp,[APH] than in X[APH]; thus, the structural differences partially
compensate for the effect of nucleotide removal. (c) The difference correlation plot of X[APH-Nuc-Kan] minus X[APH-
Nuc] shows an enhanced correlation of domain III (highlighted area) upon kanamycin removal. (d) Correlation
differences due to structural changes between X[APH-Nuc-Kan] and X[APH-Nuc]—shown as the difference correlation
plot of My.n[APH-Nuc] minus X[APH-Nuc]—further enhance the effect of antibiotic binding.
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Loop residues 23-27 occupy alternative positions
in the different structures. In X[APH], they block
the nucleotide binding site and thereby make
connections to the other side of the nucleotide
binding site. Therefore, the lack of nucleotide in
X[APH] leads to less correlation within domain I
than in M, [APH], which can be observed as a
blue cross in Fig. 4b. The difference correlation
plot X[APH-Nuc-Kan]-X[APH-Nuc] (Fig. 4c)
shows the pattern characteristic of the removal
of antibiotic also seen in Fig. 2c. In this case, the
structural changes even enhance the increased
correlation within the antibiotic binding loop
upon kanamycin removal, as indicated by the
difference correlation plot between My,,[APH-
Nuc] and X[APH-Nuc] in Fig. 4d. This increased
correlation is due to the opening of the long loop
in domain III in the structure without bound
antibiotic (X[APH-Nuc]). Thus, the connectivity of
this loop to domains I and II of the protein is
reduced, in addition to the effect of the substrate
release. While the enzyme amplifies the effect of
missing antibiotic (indicated by an equal sign in
the highlighted area of plots ¢ and d of Fig. 4), it
partially compensates for the absence of nucleotide,
which is seen as opposite signs in the 3-sheet region
of plots a and b. The alternative positions of loop
residues 24-26 and 152-166 show that connections
must be broken to accommodate nucleotide as
ligand, while additional connections arise from
antibiotic binding by closing of the loop consisting
of residues 152-166. These theoretical findings
explain the differential effects of antibiotic binding
and nucleotide binding on structural stability. The
reduction of favorable enthalpy upon aminoglyco-
side binding to the enzyme in the presence of
nucleotide, in comparison to aminoglycoside bind-
ing to apo-APH, has two contributions. As explained
above, nucleotide binding hinders the rigid-body
movement of domain I. Additionally, the structural
differences suggest that favorable interactions be-
tween domain I and domain II must be broken to
accommodate a nucleotide as ligand. In contrast, the
strengthened interactions between the antibiotic
binding loop and the rest of the protein upon
antibiotic binding decrease the enthalpy.

Comparison of experimental and theoretical
B-factors

The stabilizing effect of aminoglycoside bindm%
to APH observed from H/D exchange experiments
can be explained by theoretical B-factors calculated
by the GNM. Regions with high B-factors are
flexible and usually display reduced protection
against H/D exchange. Figure 5a, which compares
experimental B-factors from crystallographic stud-
ies of different complexes and calculated B-factors
of the same structures, shows a general agreement
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Fig. 5. Comparison of the experimental and theoretical
B-factors of APH. (a) Experimental and theoretical B-
factors of the structures X[APH], X[APH-Nuc], and X
[APH-Nuc-Kan] show good agreement. Residues Asp153-
Asp162 have the highest B-factors in X[APH-Nuc], both in
theory and in experiment. By increasing the flexibilities of
these residues near the antibiotic binding region, nucleo-
tide binding could facilitate the binding of a variety of
aminoglycosides. (b) Theoretical B-factors of the model
complexes Myan[APH], Myan[APH-Nuc], and My,,[APH-
Kan] in comparison to the theoretical B-factors of the
structure X[APH-Nuc-Kan]. The theoretical B-factors
differ in protein regions that are involved in substrate
binding: the nucleotide binding region (residues 20-32)
and the antibiotic binding region (residues 153-162).
Bottom: To show the differences more clearly, we
subtracted the theoretical B-factors of X[APH-Nuc-Kan]
from the theoretical B-factors of M,,[APH], My.,[APH-
Nuc], and Mj,n[APH-Kan]. The removal of ligand nodes
always results in higher flexibilities.

between theory and experiment. In X[APH], we
observe a larger deviation between experimental B-
factors and theoretical B-factors, which could be
caused by the low resolution of X[APH] (3.2 A)
compared to those of X[APH-Nuc] (2.4 A) X[APH-
Nuc-Kan] (2.4 A), and X[APH-Nuc-Neo] (2.7 A). In
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the experiment, several residues of X[APH] are
highly flexible, which could result from partial
unfolding flexible. In comparison, the experimental
B-factors of the binary and ternary complexes have
broader peaks, consistent with collective motions.
The calculated B-factors for all three structures,
however, are very similar and only differ in certain
protein regions that participate in ligand binding.
Generally, the elastic network becomes more rigid
when more connections are present due to ligand
binding, but structural differences between the
different complexes cause some residues to become
more flexible in the antibiotic-bound form, and
even more flexible in the nucleotide-bound form.
There is a maximum of both experimental and
theoretical B-factors in X[APH-Nuc] around residue
Glu24, that is not observed when both substrates
are bound. This loop of domain I interacts directly
with the nucleotide. Residues Thr23-Met26 show
different backbone conformations in all three
structures. In X[APH-Nuc], the distance between
the loop and the nucleotide is larger than that in
X[APH-Nuc-Kan], leading to a higher level of
flexibility in this region. In contrast, in X[APH],
loop residues Glu24-Met26 are shifted towards the
nucleotide binding site, which may render them less
flexible than expected due to missing connections via
the nucleotide substrate. One of the largest regions
with high B-factors is that between Asp153 and
Aspl162, which is clearly visible in both experimental
and computational data. Specifically, X[APH-Nuc]
shows generally high B-factors for all of the residues
in this region (Fig. 5). In fact, the largest theoretical
B-factors of X[APH-Nuc] (neglecting the N-termi-
nus) belong to this antibiotic binding loop of domain
III. By increasing the flexibility of the residues near
the antibiotic binding site, nucleotide binding could
facilitate the binding of a variety of aminoglycosides.
These results are also consistent with kinetic data
suggesting that the binding of the nucleotide is
followed by the binding of the aminoglycoside for
catalysis to occur.

Effect of node connectivity on flexibility

The decreased flexibility of residues due to
substrate binding to APH results from the increased
number of connections. The atomic mean square
displacements were shown to be essentially deter-
mined by variations in local packing density, 4
which is defined as the number of nonhydrogen
atoms within a spherical region. Also for ENMs, it
was suggested that residue ﬂuctuatlons are majorly
influenced by connectivities.*> In order to examine
the influence of bound substrates on elastic network
properties, we use X[APH-Nuc-Kan] for calculating
B-factors, but with different substrates bound to it
(Fig. 5b). The original complex with both substrates
bound always yields the lowest B-factors. Removal

of the substrates from the ternary complex leads to
less connections and higher flexibilities. As
expected, the removal of the nucleotide enhances
the flexibility of residues 17-32, which are near the
nucleotide binding site and also show a peak of
experimental B-factors in X[APH]. The removal of
kanamycin enhances the flexibility of residues 151-
168, which are on the loop of domain III and are
involved in antibiotic binding. From these results, it
seems that the connectivities are the determinant for
molecular flexibility.

In the following, we want to examine mathemat-
ically if the flexibilities can be soundly approximated
by node connectivities, or if the overall protein
architecture plays an important role, too. In the
GNM, the diagonal elements of the Kirchhoff matrix
I';; give the number of connections of node i and are a
direct measure of local packing density or connec-
tivity. Let us assume that the motions of a node
would be fully determined by its connectivity. Then
the off-diagonal elements of the Kirchhoff matrix can
be set to 0, and the inverse Klrchhoff matrlx exists
and is diagonal, with elements F L (e, the
B-factors are inversely proportlonal to residue
connectivities) (Eq. (11)). In reality, the diagonal
elements of the pseudo-inverse of the full Kirchhoff

matrix are:
.1 (N-1\?
> (—— 1

(for derivation, see Supplemental Data). It follows
that, for a large number of nodes N, the off-
diagonal elements of the full Kirchhoff matrix make
a positive contribution to the B-factors. For simplic-
ity, the theoretical B-factors according to the
original description will be referred to as total
B-factors, and the B-factors calculated from the
diagonal Kirchhoff matrix will be referred to
as connectivity B-factors. We compare the total
B-factors to the connectivity B-factors, whereby we
obtain the contribution of the off-diagonal elements
of the Kirchhoff matrix to the total B-factors as
discrepancy between the two approaches. Figure 6a
compares the total B-factors and the connectivity
B-factors calculated for X[APH-Nuc-Kan]. The
overall distribution of maxima is reproduced by
the connectivity B-factors. The linear correlation
coefficient (Eq. (12)) between the total B-factors and
the connectivity B-factors is about 0.9 for all
structures. But the magnitudes of the B-factors
differ. Figure 6b illustrates that only residues that
are within the cutoff radius of ligand nodes can
change their connectivity B-factors, depending on
ligand content. The substrate-dependent changes in
the total B-factors of all other residues are solely
caused by off-diagonal elements of the Kirchhoff
matrix. As the B-factors of apo-APH are always
higher than the B-factors of binary and ternary
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Fig. 6. Comparison between total B-factors and con-
nectivity B-factors. Total B-factors are calculated using the
full Kirchhoff matrix, and connectivity B-factors are
calculated from the diagonal Kirchhoff matrix only. Top:
Total and connectivity B-factors, calculated for X[APH-
Nuc-Kan], show that maxima are reproduced by the
connectivity B-factors but the magnitudes of the B-factors
differ. The correlation between total B-factors and
connectivity B-factors is 0.93. Bottom: The B-factors of X
[APH-Nuc-Kan] are subtracted from the B-factors of the
same structure, but without substrate (My.,[APH]). This
calculation is performed once for the total B-factors and
once for the connectivity B-factors. Substrate-dependent
changes in connectivity B-factors can only occur for nodes
within the cutoff radius of the substrate nodes (red curve),
while many residues change their total B-factors upon
substrate binding (black curve).

complexes, these off-diagonal contributions are also
higher if less edges exist in the network. Obviously,
not only residues bound directly to the substrates
are influenced by substrate binding. Such nonlocal
effects would be overlooked if off-diagonal ele-
ments of the Kirchhoff matrix are neglected.

Comparison between kanamycin-bound APH
and neomycin-bound APH

The crystal structures of two APH-nucleotide—
antibiotic complexes are solved.”” They contain
kanamycin A or neomycin B as ligand, which differ
in size and spatial orientation. Neomycin consists of
four rings, and its 2-deoxystreptamine ring, which is
common to all aminoglycosides, is 4,5-disubstituted,
whereas kanamycin is 4,6-disubstituted and has
only three rings. In H/D exchange experiments,
differences between the two complexes can be seen,
too. Neomycin-bound APH shows much greater
solvent protection compared to kanamycin-bound
APH.® In the following, we analyze the relationship
between theoretical B-factors and H/D exchange
times. A good correlation between residue flexibil-
ities calculated by the GNM and H/D exchange
rates was shown for several proteins.*® When the B-

factors are high, the H/D exchange should be fast.
Accordingly, in the neomycin-bound structure,
residues have lower theoretical B-factors than in
the kanamycin-bound structure. For calculations,
we use the model complexes My, [APH-Kan] and
M eo[APH-Neo]. A comparison of the calculated B-
factors for both binary complexes is shown in Fig.
7, where the B-factors of the APH-neomycin
complex were subtracted from those of the
corresponding kanamycin complex. There are
much more positive values than negative values
for this difference, indicating that the residues in
the kanamycin-bound complex are more flexible,
in agreement with the H/D exchange data. B-
factor differences sorted by their size are also
shown in Fig. 7 to demonstrate this behavior more
clearly. Seventy-five residues have lower B-factors
in the kanamycin-bound complex than in the
neomycin complex, while the B-factors of the
remaining residues are equal to or larger in the
kanamycin-bound complex. The H/D exchange
times and theoretical B-factors of kanamycin-
bound and neomycin-bound APH are shown in
Fig. S4 of Supplemental Data. Note that H/D
exchange times could only be measured for about
half of the residues. Also, for 74 residues in the
kanamycin complex and for 65 residues in the
neomycin complex, hydrogen exchange occurred
faster than the acquisition of the first spectrum (3—
4 min of delay in starting data acquisition). Both
complexes show that there is a general agreement
between the H/D exchange data and the
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Fig. 7. Comparison between the theoretical B-factors of
the two different binary APH-antibiotic complexes. Top:
B-factors of Mj,n,[APH-Kan] minus B-factors of M,
[APH-Neo]. Bottom: The B-factor differences are sorted
by size. The dotted line indicates a B-factor difference of 0,
showing that only 75 of 263 residues have higher B-factors
in the kanamycin complex than in the neomycin complex.
All negative B-factor differences add up to —266.6 A2,
whereas all positive B-factor differences add up to
461.8 A%
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calculated B-factors where protected amides display
lower B-factors and vice versa. However, there are
also aminoglycoside-dependent and aminoglyco-
side-independent exceptions to this. Such discrep-
ancies can arise from limitations of the harmonic
model, which does not imply large-amplitude
motions and local unfolding. These processes could
be responsible for the large number of APH residues
with fast H/D exchange. However, correlated
motions can also be a reason for H/D exchange
times shorter than expected from residue flexibilities.
For example, Val57 has a very low theoretical B-
factor, but it exchanges its proton before the
acquisition of the first spectrum. It is located at the
beginning of the connecting helix between domain I

and domain II, and its motion is not correlated to one
of the three domains. As already shown for the -
sheet residues, localization between different corre-
lated domains can lead to distortion and reduced
stability in H/D exchange. The discrepancy between
B-factors and H/D exchange for several residues
suggests that a combination of residue flexibilities
and correlation of motions is important for under-
standing protection in H/D exchange experiments.
Correlated motions also differ in the kanamycin-
bound and neomycin-bound forms of APH, al-
though the overall correlation patterns are similar.
The most obvious differences in the correlations
between M,.,[APH-Kan] and M,,.,[APH-Neo] can
be seen for residues 157-162 of domain III (Fig. 8d).
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Fig. 8. Comparison between kanamycin binding and neomycin binding to APH. (a) Superimposed structures of the
kanamycin-bound form (pale blue) and the neomycin-bound form (pale orange) of APH. Kanamycin is shown in cyan,
and neomycin is shown in orange. Enzyme regions that are connected to any antibiotic are depicted in magenta. The
image was produced using PyMOL.** (b) Connections of C* nodes (magenta) to the antibiotic nodes of kanamycin (cyan)
and neomycin (orange). Edges common to the elastic network of both antibiotics are shown as thicker magenta lines. The
image was produced using VMD.* (c) Superimposed structures of kanamycin-bound APH (pale blue) and neomycin-
bound APH (pale orange). The residues that are anticorrelated in the APH-neomycin complex, although uncorrelated in
the APH-kanamycin complex, are highlighted in green. (d) Difference correlation plot of My,,[APH-Kan] minus Mye,
[APH-Neo]. The positive correlations of residues 157-162 of domain III to each other and to the C-terminal residues are
higher in the neomycin-bound form. The correlations between residues 157-162 of domain III and residues 226-230 of
domain IT are approximately 0 in My,n[APH-Kan] because they are strongly connected over kanamycin. With neomycin,

the two stretches are anticorrelated.
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The positive correlation of these residues to each
other and to the C-terminal residues is higher in the
neomycin-bound form. The correlations between
residues 157 to 162 of domain III and residues 226 to
230 of domain II are approximately 0 in My,,[APH-
Kan] because these residues are strongly connected
over kanamycin (Fig. 8c). Without antibiotic or with
neomycin instead, the two stretches are anticorre-
lated. The correlation plots of My,n[APH-Kan] and
Meo[APH-Neo] are given in Fig. S5 of Supplemen-
tal Data. The differences in residue flexibilities and
correlations between kanamycin-bound APH and
neomycin-bound APH arise from the individual
connections of the two antibiotics to the enzyme.
Based on a cutoff radius of 8 A, neomycin and
kanamycin are both connected to residues Gly25-
Ser27, Glu157-Glul60, Asp190, and Asp261-Phe264,
as well as to two to three residues of the Arg226-
Asp231 stretch. However, residues Gly192-Ser194 of
domain II are only connected to neomycin but not to
kanamycin (Fig. 8b).

The observation that the kanamycin-APH and
neomycin-APH complexes show different dynamics
correlates with previous thermodynamic studies,
which showed that the change in heat capacity (AC)
is significantly different between the kanamycin-
APH complex and the neomycin-APH complex.*®
Enthalpy change for the binding of kanamycin to
APH showed a nonlinear dependence on tempera-
ture between 21 °C and 37 °C and yielded an
unusually high AC, value above 30° (-3.5 kcal
mol™' deg™'), while the enthalpy change depen-
dence for the binding of neomycin to APH remained
linear at the same temperature range, yielding a
significantly lower AC,, (-1.8 kcal mol ' deg™"). We
note that both of these values are too high to be
simply explained by the burial of hydrophobic
surfaces. A large fraction of these unusually large
AC, values were attributed to conformational
changes on the enzyme, which are different for the
kanamycin-bound and neomycin-bound forms. Fur-
thermore, even though water was not included in
these calculations, the dynamic properties of differ-
ent complexes may shed some light on the very
unusual effects of solvent on enzyme-antibiotic
complexes, where the binding enthalpy of kanamy-
cins to APH is more favorable in H,O than in D0,
while the bindin% of neomycins is enthalpically more
favored in D,0.*® Thus, it is highly likely that the
antibiotic-dependent differences in the correlated
motions of residues 157-162 of domain III and
residues 226-230 of domain II coinciding with the
region of the aminoglycoside—enzyme interface (Fig.
8c)—where the structural differences between kana-
mycins and neomycins are manifested—may cause
differential interactions of protein side chains and/
or aminoglycosides with the solvent yielding such a
strong contrast in solvent effects on the binding
enthalpy of kanamycins versus neomyecins.

Conclusions

Our theoretical analysis of APH dynamics helps in
understanding several findings from previous ITC
and NMR studies in solution that could not be
explained by static X-ray structures of the apo form
and the ligand-bound form of the enzyme. In our
experiment, addition of nucleotide to the APH-
antibiotic complex rendered several amides ex-
changeable, which led to the conclusion that the
association of the side chains of Lys44 and Tyr42 with
nucleotide causes the sheet to stretch or buckle.®
Although the coarse-grained model does not consider
side-chain atoms at all, the results from the correlation
analysis exactly match this conclusion. Despite its
simplicity, the GNM also reproduces single-residue
B-factors well. Substrate binding leads to lower
flexibilities of residues in and around the binding
sites, which are reflected by higher levels of protection
in H/D experiments. Theoretical data also supple-
ment experimental data where resonances of the
apo form and the nucleotide-bound form of the
enzyme could not be assigned. As nucleotide
binding leads to lower theoretical B-factors of the
N-terminal strands of the p-sheet, one can assume
that the few residues, which are protected upon
nucleotide binding to apo-APH, are near the ATP
binding site. Finally, the differential effects of
kanamycin binding and neomycin binding on
thermodynamic data are reflected in residue flexi-
bilities and correlated motions.

The GNM also provides more general informa-
tion on protein architecture. Small changes in the
node number through addition of a ligand can
have important consequences on dynamics, if they
occur at prominent positions, like between anti-
correlated domains. We would also like to
underline the importance of the off-diagonal
elements of the Kirchhoff matrix, which exert
additional constraints on the motions of nodes
and are essential for both residue flexibilities and
correlations of motions. While the overall pattern
of residue flexibilities may be approximated by the
number of nearest neighbors, important details
that make the difference between the ligand-free
state and the ligand-bound state can be lost,
especially because residues that are not in the
direct neighborhood of ligands also change their
flexibilities. Also, correlations and anticorrelations
of motions are important in explaining experimen-
tal results, as shown for residues of the large
p-sheet of APH. This p-sheet shows a decreased
correlated motion after nucleotide binding and
thus a higher probability of hydrogen-bond break-
ing in the backbone, in contrast to expectations
based on node connectivities.

From our analysis, we conclude that substrate-
adjustable flexibility is a key factor in explaining the
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substrate promiscuity of the enzyme. The arrange-
ment of the protein into three dynamic domains
with different rigidities allows for the tuning of
dynamics upon ligand binding. The interplay
between residue flexibilities and correlated motions
helps in understanding the unequal characters of
enthalpic ligand binding and entropic ligand bind-
ing. A comparison of theoretical B-factors deter-
mined for X[APH-Nuc] and X[APH] indicates that
nucleotide binding allows for the binding of diverse
aminoglycoside substrates by enhancing the flexi-
bility of residues around the antibiotic binding site,
which also shows that the rather small structural
changes upon nucleotide binding are important for
enzyme function. Our conclusion does not contra-
dict the proposal of two alternative subsites in the
antibiotic binding pocket that were suggested as a
means for substrate promiscuity.”’ Instead, both
structural properties and dynamic properties must
be considered to understand the ability of APH to
adapt to varying ligands.

Methods

Gaussian network model

Proposed by Bahar et al.,'® the GNM was inspired by
the elast1c1ty theory of random (Polymer networks by
Flory* and Kloczkowski et al®® and by the single-
parameter Hookean potential used in normal-mode
analysis by Tirion.”" The protein is modeled as an elastic
network, often with one node per residue, whose
position is defined by C* coordinates. Nodes i and j
are connected if their equilibrium distance IR;°l (i.e., the
distance in the crystal structure) is smaller than a cutoff
distance d.,. Here, R;° is the vector that connects the
equilibrium positions of nodes i and j (R;°=R;°~R,°).
The fluctuations AR;; are defined as a difference between
the instantaneous separation vector R;i=(x;=x;, ¥~V
—z;) and the equilibrium distance vector:

AR,']' = R,’j - R;}- = AR]' - AR; (2)

The GNM makes two assumptions on the distribution of
fluctuations about the equilibrium distances. First, the
probability distribution of all fluctuations is isotropic:

P(ARy) = P(Axy, Ayy, Azy) = p(Axy)p(Ayy)p(Azz) (3)

Second, the fluctuations AR;; are assumed to obey a
Gaussian distribution:

3
*\ 2

P(ARy) = <%) exp(—y AR; - AR;) (4)

with normalization constant y* and zero mean. Substi-
tution of the distribution function P(ARy) into the elastic
free-energy change AA associated with the fluctuation
AR;; [AA=~kgTInP(AR;)] yields the harmonic potential

ksTy*AR;?AR;; and a force constant y=2kgTy*. The
potential energy of the whole network is given by:

- %XN: L ((Axi—Ax;')2+ (Ayi—Ay;)*+ (AZi_AZf)Z) ©)

where F,;Jis the ijth element of the Kirchhoff matrix I'
defined by:

-1
F,j =<0
_Zk.,k#:irfk

Since the potential of Eq. (5) is not a harmonic function of
the distances between atoms, in the GNM, not only
changes in interresidue distances but also any change in
the direction of the interresidue vector R;° is penalized.
Within the densely packed environment of proteins,
orientational deformations may be as important as
distance changes. The expectation values of the residue
fluctuations (AR;AR;) and their covariances (AR;AR;)
are evaluated from the diagonal and off-diagonal
elements of the pseudo-inverse Kirchhoff matrix '™,
respectively:

if i # j and djj<doy
if i#jand dj > doe  (6)
ifi=j

(AR; - AR;) = 22T (r ) (AR; - AR;)= el (r )”(7)
Y ii’ Y i
The inverse Kirchhoff matrix does not exist because one
eigenvalue is equal to 0. Therefore, the pseudo -inverse of
the Kirchhoff matrix is determined using nonzero
modes.”” For a network with N nodes, N-1 nonzero
eigenvalues \;, and eigenvectors u;, the pseudo-inverse is

given by:

f_x~ 1o
r :Z o il (8)

The residue fluctuations are related to crystallographic
B-factors:

8n? 8n2kgT (1; _1>ii )

B; = AR; - AR;
=7 (AR AR) = 2T
The correlations corr are normalized covariances with
values ranging from -1 to +1:
(AR; - AR;)
({AR; - AR;)(AR; - AR;))*

corr(i,j) = (10)

A correlation of 0 indicates independent motion,
whereas negative values indicate anticorrelation.

Determination of dynamic domains

The nodes of the elastic network are grouped into
dynamic domains based on the correlations of fluctua-
tions. The goal is to combine nodes whose correlation to
each other is high. The first step is the identification of
core clusters, whose nodes are sequential. The search
starts with node 1 and adds nodes 2, 3, and so on, to the
first cluster if the correlation between these nodes and
node 1 is higher than a cutoff value. In general, a node i
is added to the cluster if its correlation to at least one of



ATP Binding Enables Broad Antibiotic Selectivity of APH

463

the cluster nodes is higher than the cutoff value and if
the previous node i—1 also belongs to the cluster. If
node i does not meet these criteria, it initiates the next
core cluster. The cutoff value is chosen large enough
such that many nodes are not assigned to clusters after
the first round. The search for core clusters is repeated
with a smaller cutoff value. Nodes that still do not
belong to a core cluster after the second round are
added to clusters, irrespective of the sequential node
order. Therefore, a single node is assigned to the cluster
whose mean correlation change upon node addition is
most favorable. The mean correlation corry of a cluster k is:

o, corr(i,]
corry = ZL]# i - ( ]) (11)

where the sum runs over all nodes i and j, which belong to
cluster k, and 7 is the number of node pairs. The second
step of the classification procedure is the combination of
the core clusters to larger clusters. The two core clusters
with the highest mean correlation between their nodes are
merged into one cluster. This procedure is repeated as long
as clusters with positive mean correlation between their
nodes exist. An advantage of the method is that the
number of domains does not have to be specified before the
calculation, but the algorithm stops automatically when
the mean correlation between all pairs of domains is
negative.

Computational details

APH structures with and without substrates are taken
from the Protein Data Bank (PDB) (PDB IDs: 1J71, 1J7U,*
1L8T, and 2B0Q?). In the structure of apo-APH, the first
three residues are not resolved. For comparisons between
apo-APH and other complexes, these first residues are
deleted in the longer structures. For the protein, the C*
coordinates are used as nodes of the network. ADP and
AMPPNP are modeled as three nodes, replacing adenine,
ribose, and the phosphate groups. Antibiotics are
modeled as one node per amino sugar ring. Thus,
kanamycin A is represented by three nodes, and
neomyecin B is represented by four nodes. The coordinates
of the nodes modeling nucleotide and antibiotic are
calculated as the geometrical center of the atoms that are
represented by the nodes. Each magnesium ion is
represented by one node. Edges were added to the
network if the distance between two nodes was less than
a certain cutoff distance. To determine the appropriate
cutoff distance, we calculated the theoretical B-factors for
cutoff distances of 6 A, 7 A, 8 A, and 9 A at a temperature
of 300 K and compared these values to experimental B-
factors by means of the linear correlation coefficient ptl
(Table S2, Supplemental Data). The linear correlation
coefficient between two samples with values x; and y; is
given by:

Z(xi - x)(yi B ]/) (12)
V) -y

where x and y denote the mean values. .
We used a force constant of 0.2 kcal (mol A%~ for all
connected pairs of nodes. However, the value of the force

p:

constant only influences the absolute scale of the
fluctuations but has no effect on the correlation coefficient
or on the correlation matrices. A cutoff radius of 8 A gavea
good correlation and is a reasonable compromise between
all available APH structures and thus was used in all
reported calculations. As experimental B-factors, the B-
factors of the C* atoms are taken for the nodes replacing
amino acids, and the average value of all experimental B-
factors is used for the substrates. The determination of all
eigenvalues and eigenvectors of the Kirchhoff matrix was
performed by the LAPACK subroutine DSYEV. LAPACK
version 3.2.1 was used.”

For the identification of dynamic domains, a cutoff
value of 0.42 is used in the first round, and a cutoff value
of 0.2 is used in the second round of the core cluster search.
These values were adopted for the determination of the
dynamic domains of all APH structures and resulted in
the assignment of 11-12 core clusters in the first round and
19-22 core clusters after the second round.
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